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Abstract—A high-quality parallel corpus needs to be man-
ually created to achieve good machine translation for the
domains which do not have enough existing resources. Although
the quality of the corpus to some extent can be improved by
asking the professional translators to translate, it is impossible
to completely avoid making any mistakes. In this paper, we
propose a framework for cleaning the existing professionally-
translated parallel corpus in a quick and cheap way. The
proposed method uses a 3-step crowdsourcing procedure to
efficiently detect and edit the translation flaws, and also
guarantees the reliability of the edits. The experiments using
the fashion-domain e-commerce-site (EC-site) parallel corpus
show the effectiveness of the proposed method for the parallel
corpus cleaning.

Keywords-parallel corpus cleaning; crowdsourcing; machine
translation;

I. INTRODUCTION

Bilingual sentence-aligned parallel corpora are essential
language resources for corpus-based machine translation
systems. The translation quality highly depends on the qual-
ity and quantity of the parallel corpora. Parallel sentences
can be extracted from the Web [1] for general domain
translations. For some domains such as patent documents
[2] or parliamentary proceedings [3], parallel sentences can
be extracted from the existing resources. Some methods of
extracting parallel sentences [4], [5] or fragments [6] from
comparable corpora have also been proposed. However, for
the domains without existing language resources, researchers
have to create parallel corpora manually.

Constructing a parallel corpus by hand is both time-
consuming and expensive. A number of studies have been
done recently in the direction of reducing the translation
costs by post-editing the output of machine translation
systems [7], [8], but this kind of framework may not work
well when constructing a parallel corpora for a new domain.
Another solution to reduce the translation cost is using
crowdsourcing [9], [10]. Crowdsourcing workers basically
are not professional translators, and some of them “cheat”
on completing the task by using online translation services,
which is why it is difficult to guarantee the translation
quality. Some researchers have tried to predict the hidden
reliability of translators and translations to choose the more
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appropriate translations [11], but still it is difficult to achieve
the quality level of professional translators.

Another important issue, which is the main target of our
study, is detecting and editing translation flaws in human-
translated parallel corpora. Although we ask professionals
to perform translation, the outcome occasionally contains
translation flaws for various reasons. If the target text
size is small, we can reduce the number of mistakes by
making several reviewers check the translation. However,
high-quality machine translation requires tens of thousands
of parallel sentences to hundreds of thousands of parallel
sentences; thus it is almost impossible to check the whole
corpus. In this paper, we propose a framework to detect
and edit the translation flaws contained in the existing
manually-translated parallel corpus. The framework uses
crowdsourcing in 3 steps: Step 1 detects the translation flaws,
Step 2 edits the flaws and Step 3 validates the edits. By using
crowdsourcing, corpus cleaning process can be done quicker
and cheaper compared to professional cleaning. In addition,
by dividing the cleaning into 3 steps, the quality of cleaning
can be guaranteed.

The organization of the present paper is as follows:
In Section II, we briefly describe the fashion-domain e-
commerce-site (EC-site) parallel corpus which we use in our
experiments. We explain the way of constructing this corpus,
and the translation flaws it contains. Section III explains the
proposed framework for the parallel corpus cleaning. Section
IV and V show the experimental results of parallel corpus
cleaning and translation, and Section VI summarizes this

paper.
II. FASHION-DOMAIN EC-SITE PARALLEL CORPUS

Yahoo! JAPAN was running an e-commerce site named
“Yahoo! China Mall”! where customers could purchase Chi-
nese items using Japanese interface. Originally, the descrip-
tions of items were automatically translated into Japanese
using a rule-based machine translation system. However the
quality of translation was quite poor. We launched a joint
project to improve the translation quality by changing the
translation paradigm from rule-based to corpus-based. The

lUnfortunately, this service has been closed now.



Chinese-Japanese Fashion-Domain EC-site parallel corpus
(we call it FDEC corpus) containing 1.2M sentences (6.3M
Chinese words, 8.7M Japanese words) was created during
the project.

The FDEC corpus was created by manual translation of
the Chinese sentences from the fashion item pages. The
pages are basically composed of 3 sections, Title, Feature
and Description. Although longer sentences can be extracted
from the Description section, the sentences in the Title and
Feature sections are shorter or sometimes containing only
one word. The parallel corpus construction of EC-site is
different from that of novels [12] and newspapers [13].
In this section, we present some of the issues we have
discovered so far and describe the know-how which we
acquired during the corpus construction.

A. Translation Company Selection

The translation company should be carefully chosen be-
cause the quality of the machine translation highly relies
on the quality of the parallel corpus. We first prepared
trial sentences to check the translation quality of each
company, and asked 3 different companies to translate the
trial sentences. After considering the translation quality and
price per unit, we have chosen two translation companies
as contractors. Choosing multiple companies provides some
flexibility in case of unexpected matters such as decrease of
the translation quality or increase of the unit price. Moreover,
we can acquire various translation choices because each
company has its own characteristics in the translations, and
also two companies can uses their own translation technol-
ogy, which can balance the drawbacks of each company’s
translation.

B. Notes for Chinese-Japanese EC-site Translation

It is important to pay attention to the technical terms,
ambiguities of words, and the difference of cultures to create
a high quality parallel corpus in a specific domain. Below
we describe some examples which we took care of during
the corpus creation.

1) Domain-specific expressions: Some of the basic words
have different meanings in a specific domain. For example,
the Chinese word “AN#LN (disorder)” is also used in
Japanese “PHLHI (disorder)”. However, in fashion domain,
it is used like “ AFEMAY N EE (wavy skirt)”. In this case,
it is meaningless to translate it as ““FHHI (disorder)”, but
it should be translated as “J¥T > 7z (wavy)” or “7 L 7D
(flare)”.

Similarly, “/KH> originally means “wood ear” in both
Chinese and Japanese. However it should be translated as “
7 V)V (frill)” in Japanese.

2) EC-specific expressions: Some expressions appear in
all EC-sites (not only those belonging to the fashion do-
main): for example, “FV3% (sold out in no time)” or “¥g4
(bargain sale)”. Many EC-sites have a seller-ranking system.

In our case, there are ranking names “E5 (diamond)”, “ =58
(silver crown)”, “& i, 427 (gold crown)”, and so on. It
is important to take this fact into consideration in order to
provide correct translation.

We also need to identify items which should not be
translated (user IDs in the review posts, for example). These
are proper nouns, which is why it is better not to translate
them.

3) Cultural difference: Blatant expressions are more
commonly used in Chinese, while euphemistic expressions
are favorable in Japanese. This holds true for EC-sites. For
example, “KE DV A ADL 7 4 — A (larger size ladies’
wear)” in Japanese is expressed as “[tZ N\ (fat ladies)”.
If Japanese female customers see the direct translation of
the Chinese, they will displeased. Chinese descriptions often
contain words like “F M7 (we)” and “% (you)”. However the
corresponding Japanese expressions are “Y4)5 (our shop)”
and “BE (customers)”.

Some slang words are also used in the EC-site. For exam-
ple, “MM” and “GG” in Chinese mean “girls” and “boys”,
respectively. These come from the Chinese pronunciation
of “Ukik (MeiMei/girls)” and “BF&f (GeGe/boys)”. These
words had better to be translated properly to convey the
intent correctly.

4) Unnatural or unsuitable compound nouns in Japanese:
Chinese and Japanese share Chinese characters, and some of
the Chinese compound nouns make sense in Japanese as they
are. In the Chinese-to-Japanese translation, translators tend
to preserve Chinese compound nouns as they are without
consideration. However, in some cases, they are unnatural or
unsuitable in Japanese. For example, the Chinese compound
noun “f5 5 (special) 383 (emphasis)” is understandable in
Japanese but “TEE I (caution)” is more natural. Another
example is “E M (wear) ZIR (effect) ¥ (figure)”: it means
not “figure of effect to wear”, but “picture of wearing”.

5) Technical terms, proper nouns: Technical terms and
proper nouns are often difficult to translate, which also
holds for the case of EC-site translation. General item names
such as “B5E (fleece)” and “XAK (windbreaker)” have their
corresponding Japanese translations, but some items such
as “JF#4%% 27 do not have corresponding translations in
languages, other than Chinese. In addition, company names
are often not translated into other languages. The rules for
handling these kinds of words should be defined beforehand.
In our project, only proper nouns that have corresponding
Japanese expressions were translated into Japanese.

6) Extremely long Chinese sentences: Chinese sentences
tend to be long because Chinese sub-sentences are of-
ten joined by commas. When performing Chinese-Japanese
translation, it is better to divide translations of sub-sentences,
if there is no strict relation between the sub-sentences. For
example, the sentence in Figure 1 is easy to understand if it

ZPants for children without the inside of a thigh being sewn up



is translated after being divided into three sub-sentences at
the || marks.

7) Repetitions: There are many fixed expressions repeat-
edly used in the EC-site such as sales copies, material names
and so on. If we translate whole item page every time, we
cannot increase the coverage of the parallel corpus because
of the repetitions. It is necessary to carefully choose the
sentences to be translated so as not to repeat the translation
process for the sentences which have already been translated
before.

C. Translation Specification for Parallel Corpus Construc-
tion

Parallel corpus construction for MT has certain specific
requirements, which are different from those for usual pub-
lishing translation:

o Avoid liberal translations
Liberal translations are hard to be correctly handled by
the majority of the current MT systems. We requested
the translators to translate obediently rather than fini-
cally.

o Prohibit omissions and additions
Omissions and additions (adding explanations of some
technical terms using parentheses, like this) decreases
the machine translation quality.

« Stick to one-to-one sentence translation
Most of the current MT systems assume that the
sentences in the parallel corpus have one-to-one cor-
respondences.

o Respect the sections
We requested to the translators to pay attention to
the characteristics of each section: the Title section
should be translated as a noun phrase, and the Feature
section should be translated as a sequence of nouns or
numerals. For example, Chinese expression “#|1% | ”
should be translated as “Afij | (Arrival!)” in the Title
section, and “Aff L £ L7 ! (is arrived!)” in the
Description section.

« Divide the long sentences into appropriate units
The background of this request is as follows:

— The original Chinese sentences are automatically
extracted from Web pages; thus they contain errors
of sentence boundary detection.

— Chinese sentences tend to be joined by commas,
which results in generating very long sentences
(see Section II-B6). However it is natural to divide
them into smaller parts in other languages.

We documented the translation guidelines to correctly
convey these requests along with the notes for Chinese-
Japanese translation (Section II-B) to the translation com-
panies. However, some mistakes are still present, even after
using the guidelines’ recommendations. Table I shows ex-
amples of translation flaws found in the sampling survey. In

addition, there are some sentences forcibly translated as one
sentence by joining with commas as in Figure 1. Translation
companies have many translation workers and it is difficult
to ask all the workers to thoroughly obey the guidelines;
thus translation flaws are unavoidable.

To reduce the number of translation mistakes to the min-
imum and keep the quality of the parallel corpus high, we
conducted sampling survey of the translations by Japanese-
native observers who can understand Chinese. The low-
quality translations and translation flaws were sent to the
translation companies as feedback to improve translation in
future. The translation companies have also sent feedback to
us which points out the unclear or ambiguous parts of the
guidelines. We can improve the guidelines by modifying the
imperfections and augmenting it to handle new phenomena.

However, this kind of solution cannot modify the sen-
tences which have been already translated. Taking into
consideration the high costs, it would have been unwise
to send the completed translation to the companies back
for additional post-editing. Therefore, we propose using
crowdsourcing to clean the existing parallel corpus in a
comparatively quick and cheap way.

III. PARALLEL CORPUS CLEANING USING
CROWDSOURCING

Although the percentage of the sentences which include
translation mistakes is small, it is difficult to automatically
detect them. We need to check the whole corpus in order to
correct all the translation flaws, which is quite expensive.

To solve this problem, we propose a framework of
cleaning an existing corpus efficiently and cheaply using
crowdsourcing. The framework is composed of 3 steps:

1) Fluency Judgement
2) Edit of Unnatural Sentences
3) Verification of Edits

In the crowdsourcing, any number of workers paticipate the
task, and each worker completes the very small part of it.
Each step is basically conducted by the monolingual workers
of the target language (in our case, Japanese workers). The
number of monolingual workers is much greater than that of
bilingual workers; thus the tasks can be done efficiently. This
framework mainly aims at correcting the unnatural sentences
as in Table I. In the following sections, each step is explained
in detail.

A. Step 1: Fluency Judgement

The first step detects the translation flaws by asking the
crowd workers to judge if the sentences are natural and
grammatically correct. This task is done by only showing the
translated sentences. Some technical words and proper nouns
remain in the translated sentences as they are in the source
sentences, and the workers may judge them as unnatural.
The workers are instructed to ignore such special words.



Zh: LTARIZRISE RN TR S DA, || PRI A 2 B 2 5 2 S A T LARIAR B LU R, T H.25 RS 40
TR, || RS AR DT, R, TR, AR, U

Ja: LORIBEE A v a =ik, 2RTHY P FVTHBOEER LAV YTV LHOBRMTLERAD TER LD DTY, || HoHL
295 BEML. ZommE AiuE, EMEORMICIEET 2138, ED KT, Z-oZ2 ) LAboZtlbnsizdcd. ||

T, WESEC, FMO B R, HHT 2 LHUET, MED ETHORWTY,

En: The embroidery and spangles above are all made with care by original factory workers with our original factory equipment,
the most demanding customers should rank this product with one from a specialist shop and consider it finely and exactly made,

even
| it is

made of fine cotton, is dense, has a good feel, is comfortable to wear and the quality is very high.

Figure 1.
sentence at || marks).

Very long Chinese sentence joined by commas, and its Japanese translation provided by the translation company (it is natural to divide the

Table I
EXAMPLES OF TRANSLATION FLAWS.
Category Input Chinese Translation Reference
Omission ARANARHMBGERNEN | FEEREZ DM BT lBICRUH DR HLHATEHI I
Mistranslation sy Lne: FRiar DBEBE @ (functions of dehumidifier:) | IR DWERE: (functions of humidifier:)
LT 5 LR, BENY 2 —OFITETH303 28, [ETAPETR5HDI 25T,

Mistranslation

— AR AR AR

V75 A RE—DEETT !

filik& 1 1 OB TT !

Insertion AT~ —Fp

BRI IC 1 RS EX T 5D T4

BRI | MRS 5D TlE &S

Chinese Character | F§ ### % Z ZCR

TLRHINDZEVIENSH D T

TR HSNDEVIFIRBH) £

FEIF T PRFR I L DB e
P ESK DT IR RSN A

Unnatural

BFEANOR, ERZUIN,
77 TP TLEE,

BFANORIZ, EFEZUD.
77 7B TLRI Y,

This is a choice-based task. If we ask two or more workers
to answer the same task, we can increase the reliability of
the judgement by putting all decisions together.

B. Step 2: Edit of Unnatural Sentences

In the second step, the workers are asked to edit the
translated sentences. This task is also done by only showing
the translated sentences. However it is possible to show the
source sentence as well for the reference®. The bilingual
workers, if they are available, would edit the translations
more precisely with the reference source sentence, and
monolingual workers just ignore them.

This is a free writing task. If we ask two or more workers
to answer the same task, we can acquire a variety of edits.
Different from the studies to create a parallel corpus using
crowdsourcing (see Section I), this task is just editing, not
translating.

C. Step 3: Verification of Edits

In the last step, each edit made by each worker is validated
by asking the workers to judge if the edited translation is
better than the original one. This step is important to further
improve the quality of the outcome because the edits are not
necessarily correct.

This is a choice-based task; thus we can increase the
reliability of the judgement by asking two or more workers
to answer the same task.

IV. CoRrPUS CLEANING EXPERIMENTS

To evaluate the effectiveness of the proposed frame-
work, we conducted corpus cleaning experiments using the

31n our experiments, we showed both source and translated sentences.

FDEC corpus introduced in Section II. We used Yahoo!
Crowdsourcing* as the crowdsourcing service. We can carry
out several styles of crowdsourcing tasks such as Yes/No
questions and free writings with this service. In the following
sections, we explain the experimental settings and discuss
the results. The service is run in Japan; therefore most of
the workers are Japanese. In addition we cannot select the
workers by their abilities, and the workers who participated
in our experiments do not necessarily understand Chinese
(perhaps almost all of them does not).

A. Step 1

We used 358,085 sentences from the FDEC corpus with
length between 10 and 130 characters excluding numerals,
Roman characters, symbols and white spaces. We asked
5 different workers to answer the same question. Table II
shows the results. 108,340 sentences (30.2%) are flawed
translations if we set the threshold of the flawed translation
at 3 or more, and 48,104 sentences (13.4%) are flawed if
we set the threshold at 4 or more. Below are examples of
the results.

o 5 workers judged as unnatural

BXIE T, EYZ L3R D $RA,
o 4 workers judged as unnatural
b LAGR A — FeryBREAIS NS 46, FHilc
ZINTT I,
o 3 workers judged as unnatural
Bz Z -7 6, ¢ Ciiliz SR ZS w1
o 2 workers judged as unnatural
2010 4F: 3 H, BIZIEDED L ABDNHBAIC 25 2 24,
o 1 worker judged as unnatural

BIETRE TR TCOMMOEYEEZ THELTEY 7,

S

“http://crowdsourcing.yahoo.co.jp



Table II
EXPERIMENTAL RESULT OF FLUENCY JUDGEMENT.

# unnatural judegement | # sentences percentage
5 13,056 (3.6%)
4 35,048 (9.8%)
3 60,200 (16.8%)
2 83,150 (23.2%)
1 93,187 (26.0%)
0 73,444 (20.5%)

« 0 worker judged as unnatural
IR, BAENZRETHRETTXETT,

We asked Japanese native speakers to check the results
and confirmed that the results are reasonable. It is surpris-
ing that the parallel corpus is constructed manually and
yet contains 30% incorrect translations. One reason for
this is that most of the sentences are translated by native
Chinese speakers, not Japanese speakers. It is often said
that translations should be done by native speakers of the
target language. However, native speakers of the source
language are very knowledgeable about the source sentences
including culture and background, and this is an advantage
for correctly translating the input sentences.

B. Step 2

From the results of Step 1, we used 47,420 sentences
which were judged as unnatural by 4 or more workers® in
Step 2. We asked 3 different workers to edit the translations.
The workers can skip the task if they think that the sentences
do not need to be edited. The original Chinese sentences
are also shown to the workers. However the workers do not
necessarily understand the Chinese.

The results are shown in Table III. 34,542 sentences
(72.8%) are edited and a total number of 54,550 edits are
acquired. The following are examples of edits.

« edited by 3 workers
Original: 100%3# 3 % & 135 2 %\ O TSN RO 5 D
FITHBICEY £,
Editl: 100%3#§ % & 135 T & X A O THRAKNIZH
DLDFTHEICED T,
Edit2: 100%3# 3 % £ 135 A%V O TRENICHRS 20
BTHBERDET,
Edit3: 100%# L T3 L 135 A2\ O TR D 5
DIFTHEIZRD £7,
« edited by 2 workers
Original: 100% WG H, FHEOYMIFHENITVW->2 9 &
S5HWT, BILPHEZRLEFEET,
Editl: 100%FEYEETT, EEOUMHIZLI Vw29 &
SHWT, BIZLPHEZRLEFEET,
Edit2: 100%FEYEETT, EEOYMIFHEI N> %29
EFodT, HIZLPHZRLEEET,
« edited by 1 worker
Original: B3I TH. HEIZ LI13KD XA,
Editl: 83T, Y2 2 LI3KD A,

5We excluded some sentences which are garbled.

Table IIT
STATISTICS OF THE EDITS OF UNNATURAL SENTENCES.

# workers edited | # sentences percentage
3 3,755 (7.9%)
2 12,498 (26.4%)
1 18,289 (38.6%)
0 12,878 (27.2%)

We asked Japanese native speakers to check the edits and
confirmed that the edits are reasonable and correct.

C. Step 3

The quality of a total number of 54,550 edits were
verified. The workers were asked to judge which of the
original and edited translations is more natural. The original
Chinese sentences were also shown along with the two
translations. We asked 5 different workers to answer the
same question.

Table IV shows the results of the validation looking at
each edit independently. 49,237 edits (90.3%) were judged
to be better than the original translations by the majority of
the workers, which is much greater number than the other.
This result clearly shows that the proposed parallel corpus
cleaning framework works well. Looking at the result by the
original sentence, 32,244 sentences (93.3%) among 34,542
edited sentences have one or more better edits. The following
are examples of the validations.

o 5 workers judged the edit is more natural

Original: B3I T, HYIC LI13KD EA,
Edited: 33T, Y12 2 LI3KD ¥ A,
o 4 workers judged the edit is more natural
%%@%ﬁ%&%ﬁ%«@ﬁ%&%ﬁ&&%tmw%@ﬁ
Edited: @AM 2 15 R 5E~ Dk L TRV R I R G %
DFH I L
o 3 workers judged the edit is more natural
Original: 10 JBBINT 2 L, / — b+ 7y 7 DG EZE L
RFET,
Edited: 10 JGEMT 2 &, /2 —F 7 v 7 DFEVy Fa%
L EFET,
o 2 workers judged the edit is more natural
Original: 100%DE 0 Y 27 FHiE->TL FE Wi
Edited: 100, Y A 277 L, BE-> T LI v,
« 1 worker judged the edit is more natural
Original: 24K 2 —)V FO#fE /N7 T, KEIZ LBtk
NI
Edited: 24K 2'—)L FI3Hifit 28 7 ©, K@i LBz
NI
o 0 worker judged the edit is more natural
Original: EEOFHILEAD TL7Z (D LEENSL 320, H
fRcEx7)
Edited: EEOFHILEY TL2= (D LU £95, BT
EE9)

Although the edited sentences are natural as Japanese sen-
tences, they might be incorrect as translations. We reviewed
the 100 edits randomly sampled from the ones which are
judged to be more natural than the original sentence by 5



Table IV
VALIDATION RESULTS OF EACH EDIT.

# judged better | # sentnece percentage
5 25,053 (45.9%)
4 16,478 (30.2%)
3 7,706 (14.1%)
2 3,338 (6.1%)
1 1,462 (2.7%)
0 513 (0.9%)

workers. We found three types of inequalities: 1) deletion
of symbols, 2) omission and 3) mistranslation, and the
number of each inequality was 8, 13 and 5 respectively.
The following are examples of the inequalities.

1) deletion of symbols

Chinese: 1191 FJEIE R B IRIE UM AERITFIE ~~or~
Original: BFRITIE THARICH A Y v —F—EZX A~
L — & — g LAifg 23T IEL T2 I W v
Edited: BEERIZ WAL, WA —Y—ERAF L —
& — -~ LIRS 2 FTIEL T 2 E v

2) omission
Chinese: [H/&LFrEEERIR A, RIREHEARTT
Original: EEEDOMIZSE X - L T, KED I o1EH &
LCTWTKATY,
Edited: EROMITH ko LT, KEDT-oED EL
TwET,

3) mistranslation
Chinese: 5| F—{7 PF R B L5 LI AR M I X 3R Ut 1 17

Original: 2022 VEEDOH L4 TR —F A YEV FD
BREEPZOEMEZH LGHCE S L

Edited: [ dH 214 20 —%4 7EY F2H o BHKD
ksl

In the first example, the symbols at the end of the sen-
tence are removed. This effect can be avoided by correctly
instructing the workers to keep the symbols. In the second
example, the Chinese word “ X737 is omitted. Actually this
is a very complicated problem. The Chinese word “X7Jj”
has several meanings such as generous, liberal and stylish.
There is the same word in Japanese, but it means almost
or nearly which is completely different from the Chinese
meanings. The professional translators left the word in the
Japanese sentence. However it is completely unnatural, and
the crowd workers removed it.

In the third example, “#%k5 (vellow diamond)” is the name
of a rank in the rating system of the EC-site. However, the
crowd workers thought it as the real diamond, and edited
the sentence incorrectly. The second and third effects are
difficult to prevent, and this is left as future work.

D. Crowdsourcing Cost

In our experiments, Step 1 costs 2 million Japanese Yen
(JPY), Step 2 costs 310 thousand JPY and Step 3 costs 280
thousand JPY, in total 2.6 million JPY. Of course the fee
varies depending on the number of workers for each question
(this time 5, 3 and 5 workers respectively). We cannot

directly compare with professional editing, but one editing
company costs at least 6 JPY per English word®. If we apply
this rate to our Chinese-to-Jpanaese translation editing, all
the sentences containing 6.8M words costs about 40 million
JPY, which is 15 times larger than using crowdsourcing.

As for the editing time, Step 1 took 115 hours, Step 2
took 35 hours and Step 3 took 36 hours, in total 186 hours.
Note that this is not the sum of the active working time of
all the workers, but the time from when we submit the task
until we get the results. The professional edits 4000 words
per day; thus it takes 1700 days to edit all the sentences.
Using crowdsourcing, we can greatly reduce both the time
and cost.

V. TRANSLATION EXPERIMENT

To evaluate the crowdsourcing cleaning extrinsically, we
also conducted a translation experiment. We used the origi-
nal FDEC corpus as the baseline and divided it into training,
development and test sets. Then, part of the Japanese sen-
tences were replaced by the edits which were judged to be
reasonable by the majority of the workers in Step 3. For the
sentences which have more than one edits, we duplicated
the sentences to use all the edits (cleaned 1) or randomly
chose one (cleaned 2) for only development and test sets.
We did not use cleaned 2 for the training data because bigger
training data basically makes the translation quality better.
Table V shows the statistics of the corpus.

We used a dependency tree based alignment model [14]
for word alignment and KyotoEBMT system [15] for de-
coding with the default settings and evaluated the translation
quality by BLEU [16] score. The results are shown in Table
VL. The baseline (setting 1) score was 21.39 and it was
improved by 0.3 points BLEU score in setting 2 where only
the training data is cleaned. The p-value calculated by the
bootstrap resampling [17] was 0.052. From this result we
conclude that the proposed framework actually cleans the
parallel corpus, and it contributes to improve the translation
quality.

In other settings where one or both of the development
and test data sets were cleaned, the BLEU scores slightly
decreased. We think this is due to the inequalities between
the original Chinese and the edited Japanese (See Section
IV-C). The effect of the inequalities in the training data can
be moderated during word alignment by handling them as
NULL aligned words. However those in the development
and test data are not negligible because all the automatic
evaluation scores suppose the content of the input and output
are strictly equal.

VI. CONCLUSION

This paper proposed a framework of cleaning existing
corpora efficiently and cheaply using crowdsourcing. The

Ohttp://www.editage.com



Table V
THE NUMBER OF SENTENCES FOR THE TRANSLATION EXPERIMENTS.

original (OR) cleaned 1 (CL1) cleaned 2 (CL2)
train 1,220,597 1,256,908 -
dev 11,186 11,489 11,186
test 11,200 11,495 11,200

Table VI
EXPERIMENTAL RESULTS.

setting | 1(base) 2 3 4 5 6
train OR CL1 CL1 CL1 CL1 CL1
dev OR OR CL1 CL1 CL2 CL2
test OR OR OR CL1 OR CL2
BLEU 2139  21.69 2134 21.12 21.37 21.09

framework is composed of 3 steps and is able to clean
existing parallel corpora containing noise reliably. The ex-
perimental results show the effectiveness of the proposed
method.

As stated in Section IV-C, there still remain translation
flaws which are not easy to prevent and correct, and solving
this problem is future work. One possible solution is to ask
the workers to give confidence scores of their edits. By only
passing the edits with low confidence to the professional
checkers, we might clean the corpus more reliably while
keeping the cost low.

Another remained issue is that this framework can im-
prove the translation fluency, but not able to improve the
translation accuracy. We need to come up with a new idea
to effectively improve the translation accuracy of the existing
parallel corpora.
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